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Abstract
We introduce the task of Visual Dialog, which requires an
AI agent to hold a meaningful dialog with humans in natu-
ral, conversational language about visual content. Specifi-
cally, given an image, a dialog history, and a question about
the image, the agent has to ground the question in image,
infer context from history, and answer the question accu-
rately. Visual Dialog is disentangled enough from a specific
downstream task so as to serve as a general test of ma-
chine intelligence, while being grounded in vision enough
to allow objective evaluation of individual responses and
benchmark progress. We develop a novel two-person chat
data-collection protocol to curate a large-scale Visual Di-
alog dataset (VisDial). VisDial v0.9 has been released and
contains 1 dialog with 10 question-answer pairs on ⇠120k
images from COCO, with a total of ⇠1.2M dialog question-
answer pairs.
We introduce a family of neural encoder-decoder models for
Visual Dialog with 3 encoders – Late Fusion, Hierarchi-
cal Recurrent Encoder and Memory Network – and 2 de-
coders (generative and discriminative), which outperform a
number of sophisticated baselines. We propose a retrieval-
based evaluation protocol for Visual Dialog where the AI
agent is asked to sort a set of candidate answers and eval-
uated on metrics such as mean-reciprocal-rank of human
response. We quantify gap between machine and human
performance on the Visual Dialog task via human studies.
Putting it all together, we demonstrate the first ‘visual chat-
bot’! Our dataset, code, trained models and visual chatbot
are available on https://visualdialog.org.

1. Introduction

We are witnessing unprecedented advances in computer vi-
sion (CV) and artificial intelligence (AI) – from ‘low-level’
AI tasks such as image classification [20], scene recogni-

*Work done while KG and AS were interns at Virginia Tech.

Figure 1: We introduce a new AI task – Visual Dialog, where an AI
agent must hold a dialog with a human about visual content. We
introduce a large-scale dataset (VisDial), an evaluation protocol,
and novel encoder-decoder models for this task.

tion [63], object detection [34] – to ‘high-level’ AI tasks
such as learning to play Atari video games [42] and Go [55],
answering reading comprehension questions by understand-
ing short stories [21, 65], and even answering questions
about images [6, 39, 49, 71] and videos [57, 58]!
What lies next for AI? We believe that the next genera-
tion of visual intelligence systems will need to posses the
ability to hold a meaningful dialog with humans in natural
language about visual content. Applications include:
• Aiding visually impaired users in understanding their sur-

roundings [7] or social media content [66] (AI: ‘John just
uploaded a picture from his vacation in Hawaii’, Human:
‘Great, is he at the beach?’, AI: ‘No, on a mountain’).

• Aiding analysts in making decisions based on large quan-
tities of surveillance data (Human: ‘Did anyone enter this
room last week?’, AI: ‘Yes, 27 instances logged on cam-
era’, Human: ‘Were any of them carrying a black bag?’),
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Is it a person?

Is it a snowboard?
NoIs it the red one?
Yes

Is it a cow? Yes

NoIs the cow on the left? 
No

On the right ? Yes

Is it an item being worn or held?

Is it the one being held by the
person in blue?

Yes First cow near us?

Is it the big cow in the middle?

Yes

Yes
No

#203974 #168019 

Figure 2: Two example games in the dataset. After a se-
quence of five questions we are able to locate the object
(highlighted by a green mask).

guage descriptions of an image. Visual Question Answering
(VQA) [6] is another popular task that involves answering
single open-ended questions concerning an image. Closer
to our work, the ReferIt game [21] aims to generate a single
expression that refers to one object in the image.

On the other hand, there has been a renewed interest in
dialogue systems [31, 37], inspired by the success of data-
driven approaches in other areas of natural language pro-
cessing [11]. Traditionally, dialogue systems have been
built through heavy engineering and hand-crafted expert
knowledge, despite machine learning attempts for almost
two decades [25, 40]. One of the difficulties comes from
the lack of automatic evaluation as – contrary to machine
translation – there is no evaluation metric that correlates
well with human evaluation [27]. A promising alternative is
goal-directed dialogue tasks [31, 40, 44, 43] where agents
converse to pursue a goal rather than casually chit-chat. The
agent’s success rate in completing the task can then be used
as an automatic evaluation metric. Many tasks have recently
been introduced, including the bAbI tasks [44] for testing an
agent’s ability to answer questions about a short story, the
movie dialog dataset [12] to assess an agent’s capabilities
regarding personal movie recommendation and a Wizard-
of-Oz framework [43] to evaluate an agent’s performance
for assisting users in finding restaurants.

In this paper, we bring these two fields together and
propose a novel goal-directed task for multi-modal dia-
logue. The two-player game, called GuessWhat?!, extends
the ReferIt game [21] to a dialogue setting. To succeed, both
players must understand the relations between objects and
how they are expressed in natural language. From a ma-
chine learning point of view, the GuessWhat?! challenge
is the following: learn to acquire natural language by in-
teraction on a visual task. Previous attempts in that direc-
tion [2, 43] do not ground natural language to their imme-
diate environment; instead they rely on an external database
through which a conversational agent searches.

The key contribution of this paper is the introduction of
the GuessWhat?! dataset that contains 155,280 dialogues
composed of 831,889 question/answer pairs on 66,537 im-
ages extracted from the MS COCO dataset [26]. We define
three sub-tasks that are based on the GuessWhat?! dataset
and prototype deep learning baselines to establish their dif-
ficulty. The paper is organized as follows. First, we explain
the rules of the GuessWhat?! game in Sec. 2. Then, Sec. 3
describes how GuessWhat?! relates to previous work. In
Sec. 4.1 we highlight our design decisions in collecting the
dataset, while Sec. 4.2 analyses many aspects of the dataset.
Sec. 5 introduces the questioner and oracle tasks and their
baseline models. Finally, Sec. 6 provides a final discussion
of the GuessWhat?! game.

2. GuessWhat?! game
GuessWhat?! is a cooperative two-player game in which

both players see the picture of a rich visual scene with sev-
eral objects. One player – the oracle – is randomly assigned
an object (which could be a person) in the scene. This ob-
ject is not known by the other player – the questioner –
whose goal it is to locate the hidden object. To do so, the
questioner can ask a series of yes-no questions which are
answered by the oracle as shown in Fig 1 and 2. Note that
the questioner is not aware of the list of objects, they can
only see the whole picture. Once the questioner has gath-
ered enough evidence to locate the object, they notify the
oracle that they are ready to guess the object. We then re-
veal the list of objects, and if the questioner picks the right
object, we consider the game successful. Otherwise, the
game ends unsuccessfully. We also include a small penalty
for every question to encourage the questioner to ask in-
formative questions. Fig 8 and 9 in Appendix A display a
full game from the perspective of the oracle and questioner,
respectively.

The oracle role is a form of visual question answering
where the answers are limited to Yes, No and N/A (not ap-
plicable). The N/A option is included to respond even when
the question being asked is ambiguous or an answer simply
cannot be determined. For instance, one cannot answer the
question ”Is he wearing glasses?” if the face of the selected
person is not visible. The role of the questioner is much
harder. They need to generate questions that progressively
narrow down the list of possible objects. Ideally, they would
like to minimize the number of questions necessary to lo-
cate the object. The optimal policy for doing so involves a
binary search: eliminate half of the remaining objects with
each question. Natural language is often very effective at
grouping objects in an image scene. Such strategies depend
on the picture, but we distinguish the following types:

Spatial reasoning We group objects spatially within the
image scene. One may use absolute spatial informa-

[Das et al., 2017]

[De Vries et al., 2017] 

[Mostafazadeh et al., 2017]
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Abstract

Unlike traditional over-the-phone spoken
dialog systems (SDSs), modern dialog
systems tend to have visual rendering on
the device screen as an additional modal-
ity to communicate the system’s response
to the user. Visual display of the system’s
response not only changes human behav-
ior when interacting with devices, but also
creates new research areas in SDSs. On-
screen item identification and resolution
in utterances is one critical problem to
achieve a natural and accurate human-
machine communication. We pose the
problem as a classification task to cor-
rectly identify intended on-screen item(s)
from user utterances. Using syntactic, se-
mantic as well as context features from the
display screen, our model can resolve dif-
ferent types of referring expressions with
up to 90% accuracy. In the experiments we
also show that the proposed model is ro-
bust to domain and screen layout changes.

1 Introduction

Todays natural user interfaces (NUI) for applica-
tions running on smart devices, e.g, phones (SIRI,
Cortana, GoogleNow), consoles (Amazon FireTV,
XBOX), tablet, etc., can handle not only simple
spoken commands, but also natural conversational
utterances. Unlike traditional over-the-phone spo-
ken dialog systems (SDSs), user hears and sees the
system’s response displayed on the screen as an
additional modality. Having visual access to the
system’s response and results changes human be-
havior when interacting with the machine, creating
new and challenging problems in SDS.

[System]: How can i help you today ?
[User]: Find non-fiction books by Chomsky.
[System]: (Fetches the following books from database)

[User]: “show details for the oldest production” or
“details for the syntax book” or
“open the last one” or
“i want to see the one on linguistics” or
“bring me Jurafsky’s text book”

Table 1: A sample multi-turn dialog. A list of second turn
utterances referring to the last book (in bold) and a new search
query (highlighted) are shown.

Consider a sample dialog in Table 1 between a
user and a NUI in the books domain. After the sys-
tem displays results on the screen, the user may
choose one or more of the on-screen items with
natural language utterances as shown in Table 1.
Note that, there are multiple ways of referring to
the same item, (e.g. the last book)1. To achieve a
natural and accurate human to machine conversa-
tion, it is crucial to accurately identify and resolve
referring expressions in utterances. As important
as interpreting referring expressions (REs) is for
modern NUI designs, relatively few studies have
investigated withing the SDSs. Those that do fo-
cus on the impact of the input from multimodal
interfaces such as gesture for understanding (Bolt,
1980; Heck et al., 2013; Johnston et al., 2002),
touch for ASR error correction (Huggins-Daines
and Rudnicky, 2008), or cues from the screen
(Balchandran et al., 2008; Anastasiou et al., 2012).
Most of these systems are engineered for a specific

1An item could be anything from a list, e.g. restaurants,
games, contact list, organized in different lay-outs on the
screen.
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[Celikyilmaz et al., 2014] 
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Abstract

We present a new AI task – Embodied Question Answering
(EmbodiedQA) – where an agent is spawned at a random
location in a 3D environment and asked a question (‘What
color is the car?’). In order to answer, the agent must first in-
telligently navigate to explore the environment, gather nec-
essary visual information through first-person (egocentric)
vision, and then answer the question (‘orange’).
EmbodiedQA requires a range of AI skills – language un-
derstanding, visual recognition, active perception, goal-
driven navigation, commonsense reasoning, long-term
memory, and grounding language into actions. In this work,
we develop a dataset of questions and answers in House3D
environments [1], evaluation metrics, and a hierarchical
model trained with imitation and reinforcement learning.

1. Introduction

The embodiment hypothesis is the idea that intelligence
emerges in the interaction of an agent with an environ-
ment and as a result of sensorimotor activity.

Smith and Gasser [2]

Our long-term goal is to build intelligent agents that can
perceive their environment (through vision, audition, or
other sensors), communicate (i.e., hold a natural language
dialog grounded in the environment), and act (e.g. aid hu-
mans by executing API calls or commands in a virtual or
embodied environment). In addition to being a fundamen-
tal scientific goal in artificial intelligence (AI), even a small
advance towards such intelligent systems can fundamentally
change our lives – from assistive dialog agents for the vi-
sually impaired, to natural-language interaction with self-
driving cars, in-home robots, and personal assistants.
As a step towards goal-driven agents that can perceive, com-
municate, and execute actions, we present a new AI task
– Embodied Question Answering (EmbodiedQA) – along

‹Work partially done during an internship at Facebook AI Research.

Figure 1: Embodied Question Answering – EmbodiedQA– tasks
agents with navigating rich 3D environments in order to answer
questions. These agents must jointly learn language understand-
ing, visual reasoning, and goal-driven navigation to succeed.

with a dataset of questions in virtual environments, evalua-
tion metrics, and a deep reinforcement learning (RL) model.
Concretely, the EmbodiedQA task is illustrated in Fig. 1 –
an agent is spawned at a random location in an environment
(a house or building) and asked a question (e.g. ‘What color
is the car?’). The agent perceives its environment through
first-person egocentric vision and can perform a few atomic
actions (move-forward, turn, strafe, etc.). The goal of the
agent is to intelligently navigate the environment and gather
visual information necessary for answering the question.
EmbodiedQA is a challenging task that subsumes several
fundamental problems as sub-tasks. Clearly, the agent must
understand language (what is the question asking?) and
vision (what does a ‘car’ look like?), but it must also learn:

Active Perception: The agent may be spawned anywhere
in the environment and may not immediately ‘see’ the pix-
els containing the answer to the visual question (i.e. the
car may not be visible). Thus, the agent must move to suc-
ceed – controlling the pixels that it perceives. The agent
must learn to map its visual input to the correct actions
based on its perception of the world, the underlying phys-
ical constraints, and its understanding of the question.

[Das et al., 2018] 

Dynamic-Visual
Context with 

Multi-Speaker

[Pasunuru & Bansal, 2018] 
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sentences. We will use nlg-eval2 for objective evalua-
tion of system outputs.

2.2. Data collection

We are collecting text-based human dialog data for
videos from human action recognition datasets such as
CHARADES3 and Kinetics4. We have already collected
text-based dialog data about short videos from CHA-
RADES [8], which contains untrimmed and multi-action
videos, along with video descriptions.

The data collection paradigm for dialogs was similar to
that described in [2], in which for each image, two different
Amazon Mechanical Turk (AMT) workers chatted via a text
interface to yield a dialog. In [2], each dialog consisted of a
sequence of questions and answers about an image. In our
dataset, two AMT workers had a discussion about events in
a video. One of the workers played the role of an answerer
who had already watched the video. The answerer answered
questions asked by another AMT worker, the questioner.

The questioner was not shown the video but was only
shown three static images: the first, middle and last frames
of the video. Having seen static frames from the video, the
questioner already has good information about image- and
appearance-based information in the video. Thus, rather
than focusing on scene information that is available in the
static images, the dialog instead revolves around the events
and other temporal features in the video, which is the con-
tent of interest for our AVSD dataset. After 10 rounds of
Q/A about the events that happened in the video, the ques-
tioner (who has not seen the video) is required to write a
video description summarizing the events in the video.

In total, we have collected dialogs for 7043 videos from
the CHARADES training set plus 1465 videos from the val-
idation set. See Table 1 for statistics.

Table 1. Audio Visual Scene-Aware Dialog Dataset on CHARADES.
Since we did not have scripts for the test set, we split the validation set
into 732 and 733 videos and use them as our validation and test sets, re-
spectively.

training validation test
# of dialogs 7043 732 733
# of turns 123,480 14,680 14,660
# of words 1,163,969 138,314 138,790

3. Summary

We introduce a new challenge task and dataset—Audio
Visual Scene-Aware Dialog (AVSD)—that form the basis of
one track of the 7th Dialog System Technology Challenges
(DSTC7) workshop. We collected human dialog data for

2https://github.com/Maluuba/nlg-eval
3http://allenai.org/plato/charades/
4https://deepmind.com/research/open-source/open-source-

datasets/kinetics/

Figure 1. A sample from our Audio Visual Scene-Aware Dialog
(AVSD) dataset. The task of Scene-aware Dialog requires an agent
to generate a meaningful response about a video in the context of
the dialog.

videos from the CHARADES dataset and plan to collect
more for videos from the Kinetics dataset. The information
provided to participants will include a detailed description
of the baseline system, instructions for submitting results
for evaluation, and details of the evaluation scheme.

References

[1] S. Antol, A. Agrawal, J. Lu, M. Mitchell, D. Batra, C. L. Zit-
nick, and D. Parikh. VQA: Visual Question Answering. In
ICCV, 2015.

[2] A. Das, S. Kottur, K. Gupta, A. Singh, D. Yadav, J. M. F.
Moura, D. Parikh, and D. Batra. Visual dialog. CoRR,
abs/1611.08669, 2016.

[3] A. Das, S. Kottur, J. M. Moura, S. Lee, and D. Batra. Learn-
ing cooperative visual dialog agents with deep reinforcement
learning. In ICCV, 2017.

[4] H. De Vries, F. Strub, S. Chandar, O. Pietquin, H. Larochelle,
and A. Courville. Guesswhat?! visual object discovery
through multi-modal dialogue. In Proc. of CVPR, 2017.

[5] C. Hori and T. Hori. End-to-end conversation modeling track
in DSTC6. volume abs/1706.07440, 2017.

[6] C. Hori, T. Hori, T.-Y. Lee, Z. Zhang, B. Harsham, J. R. Her-
shey, T. K. Marks, and K. Sumi. Attention-based multimodal
fusion for video description. In ICCV, Oct 2017.

[7] R. Lowe, N. Pow, I. Serban, and J. Pineau. The
ubuntu dialogue corpus: A large dataset for research in
unstructured multi-turn dialogue systems. arXiv preprint
arXiv:1506.08909, 2015.

[8] G. A. Sigurdsson, G. Varol, X. Wang, I. Laptev, A. Farhadi,
and A. Gupta. Hollywood in homes: Crowdsourcing data col-
lection for activity understanding. 2016.

[9] S. Venugopalan, H. Xu, J. Donahue, M. Rohrbach,
R. Mooney, and K. Saenko. Translating videos to natural lan-
guage using deep recurrent neural networks. 2014.

2

sentences. We will use nlg-eval2 for objective evalua-
tion of system outputs.

2.2. Data collection

We are collecting text-based human dialog data for
videos from human action recognition datasets such as
CHARADES3 and Kinetics4. We have already collected
text-based dialog data about short videos from CHA-
RADES [8], which contains untrimmed and multi-action
videos, along with video descriptions.

The data collection paradigm for dialogs was similar to
that described in [2], in which for each image, two different
Amazon Mechanical Turk (AMT) workers chatted via a text
interface to yield a dialog. In [2], each dialog consisted of a
sequence of questions and answers about an image. In our
dataset, two AMT workers had a discussion about events in
a video. One of the workers played the role of an answerer
who had already watched the video. The answerer answered
questions asked by another AMT worker, the questioner.

The questioner was not shown the video but was only
shown three static images: the first, middle and last frames
of the video. Having seen static frames from the video, the
questioner already has good information about image- and
appearance-based information in the video. Thus, rather
than focusing on scene information that is available in the
static images, the dialog instead revolves around the events
and other temporal features in the video, which is the con-
tent of interest for our AVSD dataset. After 10 rounds of
Q/A about the events that happened in the video, the ques-
tioner (who has not seen the video) is required to write a
video description summarizing the events in the video.

In total, we have collected dialogs for 7043 videos from
the CHARADES training set plus 1465 videos from the val-
idation set. See Table 1 for statistics.

Table 1. Audio Visual Scene-Aware Dialog Dataset on CHARADES.
Since we did not have scripts for the test set, we split the validation set
into 732 and 733 videos and use them as our validation and test sets, re-
spectively.

training validation test
# of dialogs 7043 732 733
# of turns 123,480 14,680 14,660
# of words 1,163,969 138,314 138,790

3. Summary

We introduce a new challenge task and dataset—Audio
Visual Scene-Aware Dialog (AVSD)—that form the basis of
one track of the 7th Dialog System Technology Challenges
(DSTC7) workshop. We collected human dialog data for

2https://github.com/Maluuba/nlg-eval
3http://allenai.org/plato/charades/
4https://deepmind.com/research/open-source/open-source-

datasets/kinetics/

Figure 1. A sample from our Audio Visual Scene-Aware Dialog
(AVSD) dataset. The task of Scene-aware Dialog requires an agent
to generate a meaningful response about a video in the context of
the dialog.

videos from the CHARADES dataset and plan to collect
more for videos from the Kinetics dataset. The information
provided to participants will include a detailed description
of the baseline system, instructions for submitting results
for evaluation, and details of the evaluation scheme.

References

[1] S. Antol, A. Agrawal, J. Lu, M. Mitchell, D. Batra, C. L. Zit-
nick, and D. Parikh. VQA: Visual Question Answering. In
ICCV, 2015.

[2] A. Das, S. Kottur, K. Gupta, A. Singh, D. Yadav, J. M. F.
Moura, D. Parikh, and D. Batra. Visual dialog. CoRR,
abs/1611.08669, 2016.

[3] A. Das, S. Kottur, J. M. Moura, S. Lee, and D. Batra. Learn-
ing cooperative visual dialog agents with deep reinforcement
learning. In ICCV, 2017.

[4] H. De Vries, F. Strub, S. Chandar, O. Pietquin, H. Larochelle,
and A. Courville. Guesswhat?! visual object discovery
through multi-modal dialogue. In Proc. of CVPR, 2017.

[5] C. Hori and T. Hori. End-to-end conversation modeling track
in DSTC6. volume abs/1706.07440, 2017.

[6] C. Hori, T. Hori, T.-Y. Lee, Z. Zhang, B. Harsham, J. R. Her-
shey, T. K. Marks, and K. Sumi. Attention-based multimodal
fusion for video description. In ICCV, Oct 2017.

[7] R. Lowe, N. Pow, I. Serban, and J. Pineau. The
ubuntu dialogue corpus: A large dataset for research in
unstructured multi-turn dialogue systems. arXiv preprint
arXiv:1506.08909, 2015.

[8] G. A. Sigurdsson, G. Varol, X. Wang, I. Laptev, A. Farhadi,
and A. Gupta. Hollywood in homes: Crowdsourcing data col-
lection for activity understanding. 2016.

[9] S. Venugopalan, H. Xu, J. Donahue, M. Rohrbach,
R. Mooney, and K. Saenko. Translating videos to natural lan-
guage using deep recurrent neural networks. 2014.

2

sentences. We will use nlg-eval2 for objective evalua-
tion of system outputs.

2.2. Data collection

We are collecting text-based human dialog data for
videos from human action recognition datasets such as
CHARADES3 and Kinetics4. We have already collected
text-based dialog data about short videos from CHA-
RADES [8], which contains untrimmed and multi-action
videos, along with video descriptions.

The data collection paradigm for dialogs was similar to
that described in [2], in which for each image, two different
Amazon Mechanical Turk (AMT) workers chatted via a text
interface to yield a dialog. In [2], each dialog consisted of a
sequence of questions and answers about an image. In our
dataset, two AMT workers had a discussion about events in
a video. One of the workers played the role of an answerer
who had already watched the video. The answerer answered
questions asked by another AMT worker, the questioner.

The questioner was not shown the video but was only
shown three static images: the first, middle and last frames
of the video. Having seen static frames from the video, the
questioner already has good information about image- and
appearance-based information in the video. Thus, rather
than focusing on scene information that is available in the
static images, the dialog instead revolves around the events
and other temporal features in the video, which is the con-
tent of interest for our AVSD dataset. After 10 rounds of
Q/A about the events that happened in the video, the ques-
tioner (who has not seen the video) is required to write a
video description summarizing the events in the video.

In total, we have collected dialogs for 7043 videos from
the CHARADES training set plus 1465 videos from the val-
idation set. See Table 1 for statistics.

Table 1. Audio Visual Scene-Aware Dialog Dataset on CHARADES.
Since we did not have scripts for the test set, we split the validation set
into 732 and 733 videos and use them as our validation and test sets, re-
spectively.

training validation test
# of dialogs 7043 732 733
# of turns 123,480 14,680 14,660
# of words 1,163,969 138,314 138,790

3. Summary

We introduce a new challenge task and dataset—Audio
Visual Scene-Aware Dialog (AVSD)—that form the basis of
one track of the 7th Dialog System Technology Challenges
(DSTC7) workshop. We collected human dialog data for

2https://github.com/Maluuba/nlg-eval
3http://allenai.org/plato/charades/
4https://deepmind.com/research/open-source/open-source-

datasets/kinetics/

Figure 1. A sample from our Audio Visual Scene-Aware Dialog
(AVSD) dataset. The task of Scene-aware Dialog requires an agent
to generate a meaningful response about a video in the context of
the dialog.

videos from the CHARADES dataset and plan to collect
more for videos from the Kinetics dataset. The information
provided to participants will include a detailed description
of the baseline system, instructions for submitting results
for evaluation, and details of the evaluation scheme.

References

[1] S. Antol, A. Agrawal, J. Lu, M. Mitchell, D. Batra, C. L. Zit-
nick, and D. Parikh. VQA: Visual Question Answering. In
ICCV, 2015.

[2] A. Das, S. Kottur, K. Gupta, A. Singh, D. Yadav, J. M. F.
Moura, D. Parikh, and D. Batra. Visual dialog. CoRR,
abs/1611.08669, 2016.

[3] A. Das, S. Kottur, J. M. Moura, S. Lee, and D. Batra. Learn-
ing cooperative visual dialog agents with deep reinforcement
learning. In ICCV, 2017.

[4] H. De Vries, F. Strub, S. Chandar, O. Pietquin, H. Larochelle,
and A. Courville. Guesswhat?! visual object discovery
through multi-modal dialogue. In Proc. of CVPR, 2017.

[5] C. Hori and T. Hori. End-to-end conversation modeling track
in DSTC6. volume abs/1706.07440, 2017.

[6] C. Hori, T. Hori, T.-Y. Lee, Z. Zhang, B. Harsham, J. R. Her-
shey, T. K. Marks, and K. Sumi. Attention-based multimodal
fusion for video description. In ICCV, Oct 2017.

[7] R. Lowe, N. Pow, I. Serban, and J. Pineau. The
ubuntu dialogue corpus: A large dataset for research in
unstructured multi-turn dialogue systems. arXiv preprint
arXiv:1506.08909, 2015.

[8] G. A. Sigurdsson, G. Varol, X. Wang, I. Laptev, A. Farhadi,
and A. Gupta. Hollywood in homes: Crowdsourcing data col-
lection for activity understanding. 2016.

[9] S. Venugopalan, H. Xu, J. Donahue, M. Rohrbach,
R. Mooney, and K. Saenko. Translating videos to natural lan-
guage using deep recurrent neural networks. 2014.

2

[Alamri et al., 2018] 



DSTC7-AVSD: Scene-Aware Video-Dialogue Systems with Dual Attention R. Pasunuru & M. Bansal

Visual+Audio Context

7

sentences. We will use nlg-eval2 for objective evalua-
tion of system outputs.

2.2. Data collection

We are collecting text-based human dialog data for
videos from human action recognition datasets such as
CHARADES3 and Kinetics4. We have already collected
text-based dialog data about short videos from CHA-
RADES [8], which contains untrimmed and multi-action
videos, along with video descriptions.

The data collection paradigm for dialogs was similar to
that described in [2], in which for each image, two different
Amazon Mechanical Turk (AMT) workers chatted via a text
interface to yield a dialog. In [2], each dialog consisted of a
sequence of questions and answers about an image. In our
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questions asked by another AMT worker, the questioner.
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questioner already has good information about image- and
appearance-based information in the video. Thus, rather
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Q/A about the events that happened in the video, the ques-
tioner (who has not seen the video) is required to write a
video description summarizing the events in the video.

In total, we have collected dialogs for 7043 videos from
the CHARADES training set plus 1465 videos from the val-
idation set. See Table 1 for statistics.
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spectively.

training validation test
# of dialogs 7043 732 733
# of turns 123,480 14,680 14,660
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Model METEOR CIDEr BLEU-4 ROUGE-L
Video Only 12.43 95.54 8.83 34.23
Video + Chat History 14.13 105.39 10.58 36.54
Video + Chat History + Summary 14.94 112.80 11.22 37.53
Video + Chat History + Summary + Cross-attention 14.95 115.82 11.38 37.87

Table 1: Our models’ performance on AVSD dataset’s public test set. All of these models use the question information.

tion, following the previous work from reading comprehen-
sion (Seo et al. 2017). Let hv

i and hq
j represent the video

encoder and question encoder hidden state representations
at time steps i and j respectively. The bidirectional attention
mechanism is based on a similarity score which is defined as
follows:

S(v,q)
i,j = wT

s [h
v
i ;h

q
j ;h

v
i � hq

j ] (6)

where ws is a trainable parameter, [x; y] represents concate-
nation, and � represents the element-wise product. The at-
tention distribution from question to video context is defined
as ↵i: = softmax(Si:), hence the question-to-video con-
text vector is defined as cv q

i =
P

j ↵i,jh
q
j . Similarly, the

attention distribution from the video context to question is
defined as �j: = softmax(S:j), and the video to question
context vector is defined as cq v

j =
P

i �j,ihv
i . Finally, we

concatenate the hidden state and the corresponding context
vector from the two modalities. ĥv

i = [hv
i ; c

v q
i ] is the fi-

nal hidden state representation for the video encoder. Simi-
larly, ĥq

j = [hq
j ; c

q v
j ] is the final hidden state representation

for the question encoder. Let ĉvt and ĉqt be the new context
vectors based on general attention from video and question
encoders, respectively, at time step t of the decoder. Finally,
we concatenate the context vectors from video (ĉvt ), question
(ĉqt ), chat history (cht ), and summary (cbt ), along with the em-
bedding representation of the previously generated word and
give it as input to the current time step of the decoder.

4 Results
4.1 Experimental Setup
Dataset We use Audio Visual Scene-Aware Dialog
(AVSD) dataset (Alamri et al. 2018) for our video and chat
context based question answering dialogue systems, where
we use the visual and text features but not the audio features.
This dataset has 11,156 dialogues, out of which 7,659 are
used for training, 1,787 are used for validation, and 1,710
are used for testing. We use this official split as described
above in all our experiments.

Evaluation Metrics For evaluation of our models, we use
four diverse automatic evaluation metrics that are popular
for image/video captioning and language generation in gen-
eral: METEOR (Denkowski and Lavie 2014), BLEU-4 (Pa-
pineni et al. 2002), CIDEr-D (Vedantam, Lawrence Zitnick,
and Parikh 2015), and ROUGE-L (Lin 2004). We use the
standard evaluation toolkit (Chen et al. 2015) to obtain these
four metrics. The AVSD dataset challenge also uses these
four automatic metrics for the evaluation.

Training Details All training parameters are tuned on the
validation set. We use a learning rate of 0.0001 with Adam
optimizer (Kingma and Ba 2015). For video context, we un-
roll the encoder LSTM to a maximum of 400 time steps.
We use a maximum of 200 time steps for the chat history
encoder and 50 time steps for both question encoder and an-
swer decoder. We use a batch size of 16. We use LSTM hid-
den size of 1024 dimension and word embedding size of 512
dimension. We use a vocabulary size of 5,398, replacing the
less frequent words with UNK token. We clip the gradient to
a maximum absolute value of 10.0. We apply a dropout with
a probability of 0.5 to the vertical connections in LSTM.

4.2 Empirical Results
Video-only Context First, we performed experiments
studying the importance of using only video information
without any chat history for answering the given question.
Table 1 shows that the performance of this model on various
automatic evaluation metrics. For the rest of this section, we
consider this model as baseline reference and show improve-
ments to the model upon adding more modalities/contexts.

Chat History Context Next, we add the chat history con-
text along with the video information to the question answer-
ing model enabling us to create a dialogue style model. Here,
we encode the previous questions and answers as a single
long sequence and encode with an LSTM-RNN. From Ta-
ble 1, it is clear that adding the chat context significantly
improves the performance of the model w.r.t. the baseline,
showing that chat context is important in answering the
questions.

Summary Context Also, given the summary context of
the video, it might already have the answer to the given ques-
tion. In such a scenario, using this information will be very
helpful. We observe that using the summary context helps
the model to perform better (see Table 1).

Cross-Attention Model Finally, we also consider the
cross-attention between the video context and the ques-
tion, because it is important to focus on the salient parts of
the video which are relevant and useful for answering the
given question. We model the cross-attention as described
in Sec. 3.2 between the video context and question, and the
results are as shown in Table 1. This result suggests that
cross-attention plays an important role in aligning the video
context with the given question.

Results
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question information. 
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ments to the model upon adding more modalities/contexts.

Chat History Context Next, we add the chat history con-
text along with the video information to the question answer-
ing model enabling us to create a dialogue style model. Here,
we encode the previous questions and answers as a single
long sequence and encode with an LSTM-RNN. From Ta-
ble 1, it is clear that adding the chat context significantly
improves the performance of the model w.r.t. the baseline,
showing that chat context is important in answering the
questions.

Summary Context Also, given the summary context of
the video, it might already have the answer to the given ques-
tion. In such a scenario, using this information will be very
helpful. We observe that using the summary context helps
the model to perform better (see Table 1).

Cross-Attention Model Finally, we also consider the
cross-attention between the video context and the ques-
tion, because it is important to focus on the salient parts of
the video which are relevant and useful for answering the
given question. We model the cross-attention as described
in Sec. 3.2 between the video context and question, and the
results are as shown in Table 1. This result suggests that
cross-attention plays an important role in aligning the video
context with the given question.

Our models’ performance on AVSD dataset’s public test set. All of these models use the 
question information (no audio information). 
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Other Methods

• Policy gradient based reinforcement learning

• Contextualized ELMo word embeddings

• Using external data

• Pointer-generator copy model
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Policy Gradients
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4.3 Our Other Approaches and Analysis
Apart from the current approaches that we discussed above,
we also experimented with various other techniques such
as reinforcement learning based policy gradient approach,
adding contextual embedding representations (ELMo), us-
ing external data, and pointer-generator model. For the rest
of this section, we describe each of these approaches and
discuss the possible reasons for their low impact on results.

Reinforcement Learning with Policy Gradient Rewards
Policy gradient approaches allows us to directly optimize the
model on the evaluation metrics instead of the cross-entropy
loss, and has shown promising improvement in a num-
ber of generation tasks like machine translation, summa-
rization, and image/video captioning (Ranzato et al. 2016;
Paulus, Xiong, and Socher 2017; Rennie et al. 2016; Pa-
sunuru and Bansal 2017b). In order to directly optimize the
sentence-level test metrics (e.g, CIDEr), we use policy gra-
dient approach, where our cross-entropy baseline model acts
as an agent and interacts with the environment and samples
a word at each time step of the decoder, thus forming an
answer. At the end of this answer generation, we achieve a
reward for this answer w.r.t. the reference answer. Our train-
ing objective is to minimize the negative expectation of this
reward, which is defined as follows:

L(✓) = �Ews⇠p✓ [r(w
s)] (7)

where ws is the word sequence sampled from the model.
For this, we use the REINFORCE algorithm (Williams
1992) where the gradients of this non-differentiable reward-
based loss function are:

r✓L(✓) = �Ews⇠p✓ [r(w
s) ·r✓ log p✓(w

s)] (8)
We approximate the above gradients via a single sampled
word sequence (Ranzato et al. 2016).

In our experiments, we tested with various automatic
evaluation metrics (CIDEr, ROUGE-L, and BLEU) as re-
ward functions.2 Unlike the video/image captioning datasets
(MSR-VTT (Xu et al. 2016) and MS-COCO (Lin et al.
2014)) which have multiple references, here we are limited
to a single answer for each question and hence the reward
is noisy. We observe that ROUGE-L is relatively a better
choice for the reinforcement learning approach. However,
overall, we did not see much improvement with the RL ap-
proach and also readability of the answers went down.3 The
possible reason for these negative results are due to the na-
ture of the dataset and the answers, since most of the an-
swers in this dataset are yes/no type and flipping these words
during the RL exploration do not bring much change in the
phrase-matching metrics but visually its confusing to the
model. Further, we explored these yes/no type questions by
giving a reward of 1 when the reference answer and the gen-
erated answer are both positive (yes type) or both negative
(no type), and a reward of 0 in all other cases.

2We did not try the METEOR as a reward, because METEOR
calculation is very slow and hence the RL training process will be
very slow.

3Note that we also tried the mixed cross-entropy and reinforce
loss for better language modeling and fluency.

Contextualized ELMo Word Embeddings We also ex-
perimented with the deep contextualized words representa-
tions (ELMo) (Peters et al. 2018). First, we get the ELMo
embeddings for the chat history, summary and question.
Next, we use these embedding representations as input to
their respective encoders. We did not see any improvement
in the results, probably because our models on this video-
chat dataset might not need this extra information or might
have a mismatch with it.

Using External Data We also further experimented with
using external data. We used the MSR-VTT (Xu et al. 2016)
video captioning dataset, where given the video with no
question, we want to generate the caption (otherwise an-
swer). However, this approach also did not improve the over-
all performance of our final model. Again, the possible rea-
son for this might be because of the different domains of
these two datasets (MSR-VTT versus AVSD), or the fact
that the MSR-VTT dataset is not a question-answer setup,
or we may not have matched the exact sampling or I3D vi-
sual feature extraction setup of the AVSD data.

Pointer-Generator Copy Model Pointer mecha-
nism (Vinyals, Fortunato, and Jaitly 2015) allows to
directly copy the words from the input sequence (such as
chat history or summary or question) during the answer
generation. Pointer generator is a good fit to the AVSD
dataset because lot of words in the question can also be
present in the answer. For this pointer mechanism, we
follow See, Liu, and Manning (2017), where we use a soft
switch based on the generation probability pg:

pg = �(Wgct + Ugst +Wgewt�1 + bg) (9)
where �(·) is a sigmoid function, and Wg , Ug , Vg , and bg

are trainable parameters. Here, ewt�1 is the previous time
step output word embedding. The final word distribution is
a weighted combination of the vocab distribution and atten-
tion distribution, where the weight is based on pg . In our
experiments, question-based pointer generator did not im-
prove the performance of our final model. We also tried
joint pointer from question and summary, since the answer
is usually a combination of the question words and an an-
swer word from the summary. This performed better than the
question-based pointer, but not over the non-pointer model.
This is probably because of our strong dual attention mech-
anism and also omitting the less frequent words during the
training.

In future work, we plan to further analyze and improve
these promising approaches with specific RL rewards, con-
textualized large language models, and joint copy models.

5 Conclusion
We presented an end-to-end multimodal dialogue system
with dual attention (general attention and cross-attention).
We showed the usefulness of each of the modalities for im-
proving the model performance. We further discussed vari-
ous other approaches for improving the performance of the
model and the possible reasons for their negative results.

MODEL
+

REINFORCE 
Algorithm

ROUGE
Reward

[Williams, 1992] 
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Using External Data (MSR-VTT)
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<UNK> <UNK> <UNK>

[Xu et al., 2016] 
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Pointer-generator Copy Model

• Lot of words in the question can also be present in the answer
• The final word distribution is a weighted combination of the 

vocab distribution and attention distribution
• Question-based pointer
• Joint question- and summary-based pointer

18[See et al., 2017] 
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Future Work

• Further analyze and improve these promising approaches with 
specific RL rewards, contextualized large language models, and 
joint copy models

• We will add Audio features to our final model

• Effective ways of extending cross-attention to multiple 
modalities (question+summary; question+chat-history)
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