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Video Captioning Task

2

• Assistance to visually impaired
• Improving online video search
• Grounded robotic instruction tasks

[Kojima et al., 2002; Lee et al., 2008; Khan and Gotoh, 2012; Barbu et al., 2012; Das et al., 2013; Rohrbach et al., 2013; Yu and Siskind, 2013; Venugopalan et al., 2014, 2015, 2016]
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Multi-Task Learning
• Paradigm to improve generalization performance of a task using related 

tasks.

• The multiple tasks are learned in parallel (alternating optimization mini-
batches) while using shared model representations/parameters.

• Each task benefits from extra information in the training signals of related 
tasks. 

• Luong et al., 2016 presented multi-task learning for sequence-to-sequence 
models, with shared encoder or decoder representations.

[Caruana, 1998; Argyriou et al., 2007; Kumar and Daume, 2012; Luong et al., 2016]5



Multi-Task for Video Captioning
• Video Captioning Challenges:

• Lack of sufficient labeled data
• Spatial-visual modeling
• Logical storyline dynamics
• Temporal across-frame dynamics

• We share knowledge w/ 2 related directed-generation tasks (textual+visual):
1. Premise-to-Entailment Generation 

(to help learn better caption decoder representations, since caption is also entailed by video)

2. Video-to-Video Generation (Unsupervised)
(to help learn richer video encoder representations, aware of temporal action context)
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M-to-M Multi-Task for Video Captioning
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• Training in alternate mini-batches: mixing ratio = 

3.5 Multi-Task Learning

Multi-task learning helps in sharing information

between different tasks and across domains. Our

primary aim is to improve the video captioning

model, where visual content translates to a tex-

tual form in a directed (entailed) generation way.

Hence, this presents an interesting opportunity to

share temporally and logically directed knowledge

with both visual and linguistic generation tasks.

Fig. 4 shows our overall many-to-many multi-task

model for jointly learning video captioning, unsu-

pervised video prediction, and textual entailment

generation. Here, the video captioning task shares

its video encoder (parameters) with the encoder of

the video prediction task (one-to-many setting) so

as to learn context-aware and temporally-directed

visual representations (see Sec. 3.3).

Moreover, the decoder of the video caption-

ing task is shared with the decoder of the textual

entailment generation task (many-to-one setting),

thus helping generate captions that can ‘entail’,

i.e., are logically implied by or follow from the

video content (see Sec. 3.4).2 In both the one-to-

many and the many-to-one settings, we also allow

the attention parameters to be shared or separated.

The overall many-to-many setting thus improves

both the visual and language representations of the

video captioning model.

We train the multi-task model by alternately op-

timizing each task in mini-batches based on a mix-

ing ratio. Let αv, αf , and αe be the number

of mini-batches optimized alternately from each

of these three tasks – video captioning, unsuper-

vised video future frames prediction, and entail-

ment generation, resp. Then the mixing ratio is de-

fined as αv

(αv+αf+αe)
:

αf

(αv+αf+αe)
: αe

(αv+αf+αe)
.

4 Experimental Setup

4.1 Datasets

Video Captioning Datasets We report results

on three popular video captioning datasets. First,

we use the YouTube2Text or MSVD (Chen and

Dolan, 2011) for our primary results, which con-

2Empirically, logical entailment helped captioning more
than simple fusion with language modeling (i.e., partial sen-
tence completion with no logical implication), because a cap-
tion also entails a video in a logically-directed sense and
hence the entailment generation task matches the video cap-
tioning task better than language modeling. Moreover, a
multi-task setup is more suitable to add directed information
such as entailment (as opposed to pretraining or fusion with
only the decoder). Details in Sec. 5.1.

tains 1970 YouTube videos in the wild with sev-

eral different reference captions per video (40 on

average). We also use MSR-VTT (Xu et al.,

2016) with 10, 000 diverse video clips (from a

video search engine) – it has 200, 000 video clip-

sentence pairs and around 20 captions per video;

and M-VAD (Torabi et al., 2015) with 49, 000
movie-based video clips but only 1 or 2 captions

per video, making most evaluation metrics (except

paraphrase-based METEOR) infeasible. We use

the standard splits for all three datasets. Further

details about all these datasets are provided in the

supplementary.

Video Prediction Dataset For our unsupervised

video representation learning task, we use the

UCF-101 action videos dataset (Soomro et al.,

2012), which contains 13, 320 video clips of 101
action categories, and suits our video captioning

task well because it also contains short video clips

of a single action or few actions. We use the stan-

dard splits – further details in supplementary.

Entailment Generation Dataset For the entail-

ment generation encoder-decoder model, we use

the Stanford Natural Language Inference (SNLI)

corpus (Bowman et al., 2015), which contains

human-annotated English sentence pairs with clas-

sification labels of entailment, contradiction and

neutral. It has a total of 570, 152 sentence pairs

out of which 190, 113 correspond to true entail-

ment pairs, and we use this subset in our multi-task

video captioning model. For improving video cap-

tioning, we use the same training/validation/test

splits as provided by Bowman et al. (2015), which

is 183, 416 training, 3, 329 validation, and 3, 368
testing pairs (for the entailment subset).

However, for the entailment generation multi-

task results (see results in Sec. 5.3), we modify

the splits so as to create a multi-reference setup

which can afford evaluation with automatic met-

rics. A given premise usually has multiple entailed

hypotheses but the original SNLI corpus is set

up as single-reference (for classification). Due to

this, the different entailed hypotheses of the same

premise land up in different splits of the dataset

(e.g., one in train and one in test/validation) in

many cases. Therefore, we regroup the premise-

entailment pairs and modify the split as follows:

among the 190, 113 premise-entailment pairs sub-

set of the SNLI corpus, there are 155, 898 unique

premises; out of which 145, 822 have only one hy-
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Baseline Video Captioning Model
• Sequence-to-sequence encoder-

decoder model

• Attention-based (Bahdanau et al., 
2015) 

• State-of-the-art Inception-v4 image 
frame features

• Strong baseline (>= previous work)
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Textual Entailment
• Directional, logical-implication relation between two sentences:

• Premise: A girl is jumping on skateboard in the middle of a red bridge. 

• Entailment: The girl does a skateboarding trick. 
• Contradiction: The girl skates down the sidewalk. 
• Neutral: The girl is wearing safety equipment. 

• Premise: A blond woman is drinking from a public fountain. 

• Entailment: The woman is drinking water. 
• Contradiction: The woman is drinking coffee. 
• Neutral: The woman is very thirsty. 

• Can we use entailment as linguistic inference to help related directed/conditioned generation tasks? 
(Yes, for e.g. video captioning or document summarization)

• Large-scale SNLI corpus allows training accurate classification and RNN-style generation  models

[Dagan at al., 2006; Roth and Sammons, 2007; Lai and Hockenmaier, 2014; Bowman et al., 2016]



Entailment Generation Model
• Helps learn better video-entailing caption 

decoder representations

• Since caption needs to be entailed by visual 
premise of video (i.e., describes subsets of 
objects/events logically implied by full video 
content), we teach it about entailment via MTL.

• Better than simply fusing an external LM to 
decoder (premise-to-entailment task matches 
logically-directed video-to-caption task better).

ENTAILMENT
GENERATION

Language Encoder

Language Decoder

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

[Kolesnyk et al., 2016]10



Unsupervised Video Prediction

UNSUPERVISED
VIDEO PREDICTION

Video Encoder

Video Decoder

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

• Helps learn richer video encoder 
representations that are aware of temporal 
context and action sequence/completion

• Robust to missing frames and varying 
frame lengths or motion speeds 

• 80:20% frame division between encoder 
and decoder

• UCF-101 action videos dataset

[Srivastava et al., 2015]11



M-to-1 Multi-Task Model
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1-to-M Multi-Task Model
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Multi-task learning helps in sharing information
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primary aim is to improve the video captioning

model, where visual content translates to a tex-

tual form in a directed (entailed) generation way.

Hence, this presents an interesting opportunity to

share temporally and logically directed knowledge
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Fig. 4 shows our overall many-to-many multi-task

model for jointly learning video captioning, unsu-
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both the visual and language representations of the

video captioning model.

We train the multi-task model by alternately op-
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on three popular video captioning datasets. First,
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Dolan, 2011) for our primary results, which con-
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hence the entailment generation task matches the video cap-
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tains 1970 YouTube videos in the wild with sev-

eral different reference captions per video (40 on

average). We also use MSR-VTT (Xu et al.,

2016) with 10, 000 diverse video clips (from a

video search engine) – it has 200, 000 video clip-

sentence pairs and around 20 captions per video;

and M-VAD (Torabi et al., 2015) with 49, 000
movie-based video clips but only 1 or 2 captions

per video, making most evaluation metrics (except

paraphrase-based METEOR) infeasible. We use

the standard splits for all three datasets. Further

details about all these datasets are provided in the

supplementary.

Video Prediction Dataset For our unsupervised

video representation learning task, we use the

UCF-101 action videos dataset (Soomro et al.,

2012), which contains 13, 320 video clips of 101
action categories, and suits our video captioning

task well because it also contains short video clips

of a single action or few actions. We use the stan-

dard splits – further details in supplementary.

Entailment Generation Dataset For the entail-

ment generation encoder-decoder model, we use

the Stanford Natural Language Inference (SNLI)

corpus (Bowman et al., 2015), which contains

human-annotated English sentence pairs with clas-

sification labels of entailment, contradiction and

neutral. It has a total of 570, 152 sentence pairs

out of which 190, 113 correspond to true entail-

ment pairs, and we use this subset in our multi-task

video captioning model. For improving video cap-

tioning, we use the same training/validation/test

splits as provided by Bowman et al. (2015), which

is 183, 416 training, 3, 329 validation, and 3, 368
testing pairs (for the entailment subset).

However, for the entailment generation multi-

task results (see results in Sec. 5.3), we modify

the splits so as to create a multi-reference setup

which can afford evaluation with automatic met-

rics. A given premise usually has multiple entailed

hypotheses but the original SNLI corpus is set

up as single-reference (for classification). Due to

this, the different entailed hypotheses of the same

premise land up in different splits of the dataset

(e.g., one in train and one in test/validation) in

many cases. Therefore, we regroup the premise-

entailment pairs and modify the split as follows:

among the 190, 113 premise-entailment pairs sub-

set of the SNLI corpus, there are 155, 898 unique

premises; out of which 145, 822 have only one hy-
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Results (YouTube2Text/MSVD)
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Results (YouTube2Text)
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Results (YouTube2Text)

* All models (1-to-M, M-to-1 and M-to-M) stat. signif. better than strong SotA baseline.
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Results (MSR-VTT)
• Diverse video clips from a commercial video search engine
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Results (MVAD)
• Movie video clips (1-2 human references so only METEOR feasible)
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M-to-1 Multi-Task Model 
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Results (Entailment Generation)
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• Video captioning mutually also helps improve the entailment-generation task 
in turn (w/ statistical significance) 

• New multi-reference split setup of SNLI to allow automatic metric evaluation 
and a zero train-test premise overlap



Human Evaluation
• Pilot human evaluations on 300-sized samples

• Multi-task model > strong non- multitask baseline on relevance and 
coherence/fluency (for both video captioning and entailment generation)
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Analysis Examples

(a) complex examples where the multi-task model performs better than baseline
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Analysis Examples

(b) ambiguous examples (i.e., ground truth itself confusing) where multi-task 
model still correctly predicts one of the possible categories

24



Analysis Examples

(c) complex examples where both models perform poorly

(d) baseline > MTL: both correct but low specificity

• Overall, multi-task model’s captions are better at both temporal action prediction and logical 
entailment w.r.t. ground truth captions (ablated examples in paper).
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Entailment Generation Examples
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Extensions and New Work
• Multitask Summarization with 

Entailment [EMNLP’17 – NewSumm]
(A summary of a document is entailed by it)

• Entailment as reward in RL [EMNLP’17]
(Corrects matching-based metrics to ensure 

logically-directed match and avoid contradiction)
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ENTAILMENT
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Thanks!
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